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This study explores the dynamic relationship between international regulatory frameworks
and national artificial intelligence (Al) policymaking, focusing on the ongoing techno-rivalry
among the United States, China, and the European Union. It aims to uncover the correlation
between multilateral and unilateral approaches in Al governance and assess how unilateral
strategies might intensify geopolitical tensions. The research employs case studies to
examine approaches among global Al leaders: the U.S., China, and the EU. To conduct
a comparative analysis, a multidimensional matrix evaluates the regulatory frameworks
based on criteria like scope, enforcement, compliance, stakeholder involvement,
and adaptability. This comprehensive framework seeks to assess the broader impacts
of Al regulations on technological advancement and international dynamics. The analysis
reveals divergency in Al policy making, that affect the state of international affairs. The
EU emphasizes harmonization and ethical considerations through a comprehensive
framework, though its rigidity may hinder innovation and smaller enterprises. The U.S.
adopts a decentralized, sector-specific model that fosters flexibility but risks regulatory
fragmentation. China's centralized, state-driven strategy enables rapid Al development
and geopolitical influence but limits adaptability and diverse stakeholder involvement.
Multilateral approaches, like the EU’s harmonized framework, promote ethical standards
and international collaboration. However, unilateral strategies from the U.S. and China
prioritize national interests, exacerbating competition and deterring cooperative efforts for
universal norms. The focus on unilateralism fuels geopolitical rivalry, creating a fragmented
global regulatory environment that complicates cross-border innovation and amplifies inter-
state tensions at the international arena.

Key words: artificial intelligence, international regulation, unilateral approach,
multilateralism, United States, European Union, China, techno-rivalry.

Introduction. Prospects and perils of the digital
age are widely recognized. In the context of escalat-
ing armed conflicts worldwide, the utilization of cut-
ting-edge technologies in the international sphere has
become a paramount concern on the global agenda.
Technological dominance has always been a cor-
nerstone in global power struggles, and today, artifi-
cial intelligence (Al) lies at the heart of the strategic
competition between major geopolitical powers. This
adaptable technology extends beyond traditional mili-
tary applications, influencing economic policies, intel-
ligence operations, and cyber activities. As it become
integral to national security strategies, Al reshapes
global power dynamics, fostering both cooperation
and rivalry between nations. Furthermore, the dual-
use nature of Al — where advancements in civilian
domains simultaneously bolster military capabilities —
introduces added complexity to the interconnected
realms of geopolitics, economics, military strategy,
and broader strategic considerations.

The recent advancements in artificial intelli-
gence and machine learning have spurred a surge
of scholarly interest in evaluating the impact of this
technology on international relations. Consequently,
topical discussions within the research and expert
communities concerning Al's role in international
affairs are increasingly focused on assessing regu-

latory approaches for harnessing this technology.
This discussion aligns with the highly debated issue
of technological rivalry between the United States
and China, which is a key factor shaping the configu-
ration of the digital world order (Aguiar P. [1], Patil S.
and Gupta S. [10]). Indeed, the U.S. and China hold
top positions in global Al ranking [14]. That justified
by huge investments, diversified global infrastructure,
and commercial development and scale of influence.
Assessing the starting points of these two «digi-
tal empires» reveals the underlying impetus of this
rivalry, which is rooted in the pursuit of geopolitical
supremacy and the desire to strengthen national
defense and security capabilities.

Another narrative in Al studies is the issue of digi-
tal sovereignty. This concept delineates on locally
owned, controlled and operated innovation ecosys-
tems [9]. This task becomes particularly complex
when addressing multilateral structures like the Euro-
pean Union. The idea of «digital sovereignty» has
emerged, highlighting the EU's capacity to establish
and regulate its digital infrastructure, as well as uti-
lizing digital tools to enhance security governance
across Europe [3, p. 337].

Nonetheless, simplifying the rivalry to a «who
leads in Al» narrative fails to capture its intricate
nature. It is a nuanced and multidimensional con-
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test influenced by diverse factors, including geopo-
litical dynamics, data access, talent pools, regulatory
frameworks, and technological resources. However,
will global powers be able to restrain the one-sided-
ness of actions on the production and implementation
of artificial intelligence by states and BigTechs and lay
the regulatory and institutional basis of the new digital
world order? The search for balance between face-
paced technical progress and an adequate interna-
tional regulatory framework is still in progress.

Purpose and objectives. This research investi-
gates the interplay between international regulatory
frameworks and the actual policy-making concer-
ning Al governance. The central purpose is to reveal
the correlation between multilateral and unilateral
approaches to Al policymaking within the ongoing
techno-rivalry between the United States, China,
and the European Union, and to assess how the cur-
rent emphasis on unilateral strategies may exacer-
bate geopolitical tensions. The research goal pre-
supposes the following objectives: 1) to investigate
the Al-policy-shaping in the United States, China,
and the European Union regarding its unilateral or/
and multilateral nature; 2) to compare approaches
of these global actors to the Al strategies implemen-
tation.

Research methods. This analysis will reveal
the complex interplay between international
and national Al policymaking, and between devel-
opments in Al legal regulatory framework and insti-
tutionalization of governance. By employing method
of case study, the research aims to track down how Al
global leaders — the United States and China — align
domestic and foreign policies with international set-
tings. This exploration will devote particular attention
to the European Union's role in shaping Al policymak-
ing on international scale. Building on this focus, we
will examine the European Union's position as a mul-
tilateral organization that has implemented a unique,
legally binding regulatory framework.

In order to provide comparative analysis on the uni-
lateral or multilateral entrenched in Al international
strategies of the U.S., China and the EU the criteria
have to be set. The first and foremost the assessment
of various regulatory frameworks and their prioritiza-
tion of Al-related issues is vital for the identification
of gaps and overlaps. Therefore, it can be identified
through the scope, i.e. the the breadth and compre-
hensiveness of Al regulations. The next parameter
that can be applied should determine how regulations
are implemented and monitored — enforcement. It also
highlights the challenges and strengths of centralized
versus decentralized enforcement. The assessment
of the enforceability and acceptance of regulations is
vital for evaluating their overall impact and effective-
ness. Thus, the criteria of compliance in order to indi-
cate the extent to which regulations are adhered to by
the relevant entities.

(Wi} Bunyck 2. 2025

In addition, stakeholder involvement is a key
consideration, as it provides valuable insights into
the decision-making process and evaluates the extent
to which regulations incorporate diverse perspectives
and interests. To assess the adaptability of regula-
tory frameworks to technological advancements
and changing circumstances, the criterion of inno-
vation and flexibility is introduced. This parameter is
instrumental in understanding how different regula-
tory approaches either foster or impede technological
progress and economic development. By examining
these parameters collectively, it becomes possible
to evaluate the broader impact of Al regulations on
development, deployment, and international dynam-
ics.

Based on the defined criteria, a multidimen-
sional matrix will be applied to analyse the regula-
tory approaches of the U.S., China, and the EU. Ulti-
mately, this framework aims to provide an analytical
foundation for understanding the interplay between Al
technological competition and the evolution of inter-
national affairs.

Results. The current contest for Al supremacy
between major geopolitical powers extends far
beyond computing dominance. It represents a battle
over which vision for the global order will prevail. For
the United States, Al symbolizes a critical frontier
where it must uphold its technological leadership on
a worldwide scale. While the U.S. policymakers imple-
ment stringent regulations to hinder China's tech-
nological advancements and secure their position,
China is leveraging state resources to bridge the gap.
Meanwhile, other international actors, e.g. the Euro-
pean Union, striving to remain independent of either
superpower’s influence, along with technology com-
panies committed to global innovation through open
markets, view Al development as a pathway toward
a more multipolar world.

Addressing to defined analytical parameters
the scope of the United States is based on the Al
strategy on the assumption that it can preserve its
hegemony offensively, through a rate of technologi-
cal innovation that outpaces the rest of the world,
and defensively, through far-reaching technology
controls aimed at hobbling China, its biggest geopo-
litical challenger. American technological and intel-
lectual property assets dominate the Al sector at all
levels. Companies such as Nvidia have significantly
advanced computational capabilities through Al
accelerators that exponentially enhance perfor-
mance. Moreover, BigTechs such as Anthropic,
Google, Meta, OpenAl have established founda-
tional Al models that underpin the development of Al
applications globally.

The U.S. regulatory process actively involves
stakeholders, including private companies, aca-
demic institutions, and civil society, through consul-
tations and public-private partnerships. This inclusive
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approach ensures diverse perspectives are con-
sidered, enhancing the legitimacy and acceptance
of regulations. The U.S. framework emphasizes
fostering innovation by avoiding overly prescriptive
regulations (see [2]). However, the lack of a central-
ized strategy may limit the adaptability of regulations
to rapidly evolving Al technologies and international
standards.

Enforcement is distributed among various federal
agencies, such as the Food and Drug Administration
(FDA), the Securities and Exchange Commission
(SEC), and Department of Defense (DoD), and other
sturctures, each overseeing Al applications within
their respective domains (see [4]). While this decen-
tralized model enables specialized oversight, it poses
challenges in achieving uniformity and coordination
at a national level.

The scope of the U.S. Atrtificial Intelligence regula-
tions can be characterized as sector-specific because
the regulatory approach primarily targets specific
industries or applications rather than establish-
ing a comprehensive, overarching framework. This
decentralized strategy allows for tailored regulations
that address the unique challenges and risks associ-
ated with Al in different sectors.

The United States anticipates that even those
allies hesitant to adopt its protectionist approach
will ultimately align themselves with its techno-
logical framework, prioritizing the advancements
of Western Al innovation over the uncertainties asso-
ciated with China narrowing the technological divide
and the potential repercussions of U.S. sanctions.

China's Al strategy is characterized by a central-
ized, state-driven approach that integrates domestic
and international priorities. Domestically, the gov-
ernment fosters Al development through initiatives
like the «Next-Generation Al Development Plan»
[15], emphasizing self-sufficiency, innovation hubs,
and sector-wide integration of Al technologies. These
efforts focus on areas such as surveillance, health-
care, and smart cities, with significant government
investment and regulatory oversight.

On the international front, China leverages ini-
tiatives like the Digital Silk Road (DSR) to export Al
technologies and governance models, particularly
to developing economies. This strategy amplifies
China's influence in global technology standards
and practices while promoting Al capacity-building
and infrastructure development in the Global South.
Artificial Intelligence serving as the critical compo-
nent that complements the essential infrastructure,
such as 5G towers. While hardware establishes
the physical framework, Al provides the sophisticated
algorithms necessary to fully leverage China’s digital
infrastructure across borders. Through the strategic
deployment of Al, China seeks to amplify its growing
digital influence on a global scale, advancing its vision
of an integrated digital ecosystem.

This involves investments in digital infrastructure,
telecommunications, e-commerce, and advanced
technologies like Al and cloud computing. Between
2017 and 2022, Chinese companies invested approx-
imately US$23 billion across 24 countries of Indo-
Pacific region [10, p. 4]. The investments have sup-
ported the development of ICT infrastructure, including
the establishment of surveillance networks, the instal-
lation of undersea cable networks, and the expansion
of 4G and 5G connectivity.

The rapid ascent of DeepSeek represents a poten-
tial paradigm shift within the DSR. This previously
little-known Chinese enterprise emerged as a global
frontrunner in early 2025, presenting a viable alterna-
tive to Western Al models. Moreover, the company’s
open-source approach, streamlined architecture,
and reduced operational costs render its Al solutions
significantly more affordable.

If implemented effectively, this initiative has
the potential to generate significant benefits for
both China and its partner nations. By narrow-
ing the digital divide and disseminating Al norms
throughout the Digital Silk Road, China stands to
solidify its position as a global leader in technology.
Such advancements may also mark the emergence
of a geopolitical shift, with an increasing number
of countries aligning themselves with prominent
Chinese technology firms such as Alibaba, Baidu,
Huawei, Tencent. The adoption of technology tran-
scends the confines of the digital realm. The United
States declined to endorse declarations of «inclu-
sive Al» during the Paris Al Summit, while China
and the EU signed it [12]. This development under-
scores the potential implications of the growing
success of Chinese Al, as divergent visions for
the future of artificial intelligence risk deepening
divisions among global powers.

Recently China has introduced some of the world’s
first binding national regulations on artificial intelli-
gence. These measures specifically address recom-
mendation algorithms used for content dissemina-
tion, synthetic images and videos, and generative
Al systems ([5], [8], [11]). These initiatives are set-
ting the intellectual and administrative foundation for
a comprehensive national Al law, which China is likely
to enact in the near future. Such a law could repre-
sent a transformative step in global Al governance,
comparable to the anticipated impact of the European
Union’s Al Act. Collectively, these measures under-
score China's effort to regulate emerging Al technolo-
gies thoughtfully and strategically.

Al enforcement is highly centralized, with key
agencies like the Cyberspace Administration of China
(CAC) and the Ministry of Industry and Information
Technology (MIIT) overseeing compliance. This cen-
tralized model ensures uniformity and strict adher-
ence but may limit flexibility in addressing sector-
specific challenges. China's strategic deployment
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of technological investments abroad fosters spheres
of influence that undermine U.S. interests and amplify
Chinese political leverage.

Multilateral regulations like those from the EU
often cover a wide range of Al applications, ensuring
a uniform approach across member states. Counting
altogether the average rank for EU member states
according to the Global Al Index is approximately
28.5 [14]. The European Union's regulatory frame-
work for artificial intelligence, demonstrates a com-
prehensive approach to addressing the challenges
and opportunities posed by Al technologies.

Recently adopted the Al Act is notable for its
breadth, categorizing Al systems based on risk lev-
els — prohibited, high-risk, and minimal-risk applica-
tions [13]. It establishes stringent requirements for
high-risk systems, such as those used in healthcare,
finance, and law enforcement, ensuring safety, trans-
parency, and accountability. The framework employs
centralized enforcement through the establishment
of the Al Office within the European Commission,
tasked with overseeing compliance and implemen-
tation. This centralized approach ensures uniformity
across member states but may face challenges due
to varying levels of Al maturity and resources among
countries.

The European Union regulations mandate strict
adherence to its provisions, including transparency
obligations and risk assessments. However, com-
pliance costs and legal complexities may dispro-
portionately impact startups and small enterprises,
potentially hindering innovation. The EU emphasizes
stakeholder engagement, incorporating input from
governments, businesses, and civil society during
the drafting and implementation phases. This inclu-
sive approach ensures diverse perspectives are con-
sidered, enhancing the legitimacy and acceptance
of the regulations. While the Al Act aims to foster
innovation by exempting minimal-risk applications
from heavy regulation, its stringent rules for high-
risk systems may limit technological progress in cer-
tain areas. The framework's adaptability to emerging
technologies remains a critical factor in its long-term
effectiveness.

The European Commission launched «Al Con-
tinent Action Plan», which aims to position the EU
as a global leader in artificial intelligence [7]. It
emphasizes leveraging Europe's strengths, such
as its talent pool and robust industries, to acceler-
ate Al development and deployment. Key initiatives
include establishing Al factories and gigafacto-
ries to support startups and researchers, increas-
ing access to high-quality data through a unified
data market, and promoting Al adoption in strate-
gic sectors like healthcare and science. The plan
involves the establishment of a minimum of 13 Al
factories across Europe, leveraging the region's
advanced supercomputing infrastructure. These
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facilities are designed to support startups, indus-
tries, and researchers in developing state-of-the-
art Al models and applications. Additionally, up to
five Al gigafactories, which are large-scale facilities
equipped with extensive computing power and data
centers, will be constructed. These gigafactories
will facilitate the training of highly complex Al mod-
els on an unprecedented scale. This endeavor
requires a combination of public and private invest-
ments to solidify the EU’s leadership in cutting-
edge Al technologies. Moreover, the InvestAl facil-
ity aims to mobilize €20 billion to incentivize private
investment in gigafactories. Complementing these
initiatives, the proposed Cloud and Al Development
Act seeks to stimulate private investment in cloud
computing and data center infrastructure. Its objec-
tive is to at least triple the EU’s data center capacity
within the next five to seven years, with a focus on
promoting sustainable operations [7]. These mea-
sures are supposed to amplify the Al innovation
package «GenAl4EU», which is aimed at assisting
startups and small and medium-sized enterprises
(SMESs) in creating trustworthy Al systems that align
with EU values and regulations [6].

Collectively, these criteria highlight the EU's com-
mitment to balancing ethical considerations, techno-
logical advancement, and economic development
in its Al regulatory framework. Amid advantages
the European approach to the Al harnessing faces
several weaknesses: The Al Act's stringent require-
ments, especially for high-risk Al systems, may stifle
innovation. Smaller companies and startups often
struggle to meet these compliance demands, which
could hinder their growth and competitiveness;
the financial burden of adhering to the regulations
can disproportionately affect smaller enterprises,
creating barriers to entry and limiting diversity in
the Al ecosystem; the EU's strict regulations may
place its Al industry at a disadvantage compared to
regions with more lenient or adaptive frameworks,
such as the U.S. or China, potentially affecting its
global leadership in Al.

Thus, the research revealed that the divergent
Al policymaking strategies of the United States,
China, and the European Union underscore signifi-
cant correlations between unilateral and multilat-
eral approaches and their impact on techno-rivalry
and global dynamics. The United States adopts
a sector-specific and decentralized approach, fos-
tering innovation but leading to fragmented regu-
lations, while the EU emphasizes a comprehen-
sive and harmonized framework prioritizing ethics
and compliance, albeit at the cost of adaptability.
In contrast, China implements a centralized, state-
driven strategy that combines strict regulatory over-
sight with rapid Al development, positioning itself as
a global influencer but limiting stakeholder inclusivity
(Table 1).
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Table 1
The Comparative Dimensions of Al Regulatory Frameworks Across EU, U.S., and China
Dimension European Union United States China
Scope Comprehensive Al framework Sector-specific regulations Broad national Al strategy
Enforcement Centralized enforcement Decentralized enforcement by Centralized, state-driven
mechanism agencies enforcement
Compliance Mandatory for member states Voluntary guidelines Strict mandatory compliance
Innovation Balances regulation with Focus on fostering innovation in | State-supported state-controlled
& Flexibility innovation but often slower agile and responsive manner innovation and adaptive
to adapt strategies
Stakeholder Extensive consultation with Strong involvement from private | Dominant state role with some
involvement member states sector industry collaboration
Impact Harmonized standards Varied impact based on strong | Significant global impact
across countries. Focus on effect of national priorities with enforcement global Al
international Al regulatory and regulations implementation | ecosystem
framework evolvement on international affairs

Conclusions. The analysis of Al regulatory frame-
works in the United States, China, and the European
Union reveals distinct approaches shaped by their
priorities. Together, these frameworks illustrate how
varying regulatory dimensions impact Al deployment,
innovation, and global dynamics, shaping the trajec-
tory of Al governance worldwide.

Multilateral approaches, such as the EU's
harmonized Al framework, reflect a strong com-
mitment to international cooperation and ethical
principles. These frameworks aim to foster con-
sistency and encourage global regulatory align-
ment. In contrast, unilateral strategies employed by
the U.S. and China prioritize national interests, with
the U.S.'s sector-specific regulations driving innova-
tion and adaptability, while China's centralized, state-
led model asserts geopolitical influence and domi-
nance in Al governance. However, these unilateral
approaches often underscore competing priorities,
creating friction that hinders efforts to establish uni-
versally accepted norms.

The emphasis on unilateral Al strategies exac-
erbates geopolitical rivalry, as the differing frame-
works reveal broader technological and economic
ambitions. The U.S.'s innovation-focused approach
is at odds with China's prescriptive, centralized sys-
tem, while the EU's ethics-driven strategy frequently
diverges from both. These conflicting priorities high-
light a lack of mutual understanding and shared
objectives, fuelling competition over collaboration.
Additionally, unilateral enforcement of extraterrito-
rial provisions, such as China's generative Al regula-
tions and the EU's Al Act, risks provoking resistance
from other nations and businesses, further deepen-
ing international discord.

The current emphasis on unilateral policymaking
in Al risks creating a fragmented global regulatory
environment, where conflicting standards complicate
cross-border innovation and economic integration.
To mitigate these tensions, a balanced approach

combining multilateral dialogue with national priori-
ties is essential. Encouraging shared goals, foster-
ing interoperability among frameworks, and enhanc-
ing stakeholder inclusivity could pave the way for
a more cohesive and stable global Al governance
landscape.
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m [1OJIITUYHI MPOBJTEMWN MEXKHAPOAHUX CUCTEM TA TNTOBAJIbHOTO PO3BUTKY

FnoGasnbHe CyNnepHMULUTBO 3a WTYYHUWN IHTENeKT

BiHHuKOBa Hartanis AHaToniiBHa

[0KTOP NONITUYHUX HayK, JOLEHT,
npodpecop kadenpn MbXHapOLHNX
BigHOCWH

XapKiBCbKOro HalioHanIbHOro
yHiBepcuTeTy iMeHi B. H. KapasiHa
MavigaH Ceo6oay, 4, Xapkis, YkpaiHa
ORCID: 0000-0001-5941-7562

JocnioxeHHs1 po3kpusgae OuHaMidHUU 38'S30K MK MiXHAPOOHUMU HOPMamusHUMU
pamkamu ma HayioHa/IbHO MOAIMUKOHK y cghepi Wmy4YHO20 iIHMesIeEKMy, 30CEPEeOXXYHHUCH
Ha mexHo-cynepHuymsi mix CLUA, Kumaem ma €sponelicokum Coro3om. Memotro
€ BUSIB/IEHHST B3aEMO3B’13KY MK 6a2amoCmOpPOHHIMU ma 0OHOCMOPOHHIMU fidxodamu 00
ynpasaiHHs Wmy4YHUM iHMeIeKmoM i OUiHKa moa2o, sik 0OHOCMOPOHHI cmpameaii MoXymb
rocusiroBamu 2e0rnoaimu4He HarpyXeHHs.. Y 00cAidkeHHi 3amocosaHi memoou Kelic-
cmadi 07151 pOBEOEHHST KOMINapamusHO20 aHaslisy peaysissmopHux rnoaimuk CLLA, Kumato
ma €C 3a makumMu KpumepisiMu, siK OXOM/IEHHS, iMeMeHmayisi, 8i0nosioHiCMb, yyacmeb
3ayikas/ieHux cmopiH i adanmusHicms. Lsi KomriekcHa cmpykmypa 00380/151€ OUiHUMU
Hac/ioOKu peayntosaHHs Wmy4YHO20 iHmeaekmy 0715 MexXHO/102i4H020 Npozpecy ma duHaMiku
MiXKHapOOHUX BIOHOCUH. Y X00i O0C/IIOXEHHSI BUSIB/IEHO BIOMIHHOCMI B Mi0X00ax 2/106a/1bHUX
nidepis y cehepi wmy4Ho2o iHmesnekmy. €EC pobums akyeHm Ha 2apMOoHi3ayii ma emuyHux
MpUHYUNax Y4epes KOMMAeKCHy HopMamusHy 6a3y, xo4a ii Jxopcmkicmb MOXe cmpumysamu
iHHOBayjii ma ycknadHBamu cmaHosuwe Heseslukux nionpuemcms. CLUA 3acmocosytoms
deyeHmpanizosaHy Mooesib, sika 6asyembCsi Ha OKPEMUX CEeKMOopax, CrpusitodU eHy4yKocmi,
ymiM CmMBOPHOYU PUSUKU chpazameHmauyii peaysitosaHHs. LleHmpanisosaHa, oepxasHa
cmpameezisi Kumaro 00380/151€ WBUOKO po3susamu Wmyy4HuUll iHmesnekm i 3miyHrsamu
eeornonimuyHul  Braus, asne obMexye adanmusHicmb | y4yacmb Pi3HOMaHIMHUX
3ayikasneHux cmopiH. Mynbmunamepaniam, smineHull y eapMOHIi308aHill peay/1ssimopHili
cmpykmypi €C, crpusie BMEeJiHHI0 emu4HUX cmaHoapmig | MiXKHapPOOHIl cnisrpayi.
BodHovac o0HocmopoHHi cmpamegii CLUA ma Kumato, cripsiMosaHi Ha npocysaHHs1 cymo
HayioHa/IbHUX IHMepecis, 3a20CMpPHOMb KOHKYPEHUIK ma CmpUMyomb CrifibHi 3ycussis
07151 BCMaHOB/IEHHS YHIBEPCa/IbHUX HOPM. 30CepedxeHHs1 Ha 00HOCMOPOHHIX cmpamezisix
MiOCU/IKOE 2e0M0/lIMUYHE CynepHUYmMBs0, CrPUYUHSIKYU (hpaeMeHmoBaHiCmb 2/106a/1bH020
pezysisimopHo20 cepedosuwa, WO YCKAaOHIOE MPaHCKOPOOHHI IHHOBayii ma niocusioe
Hanpy)XeHHs1 y BIOHOCUHaxX M 0epxxasamu Ha c8ImoBill apeHi.

Knrouosi cnosa: wmyyHUll iHMesnekm, MiXHapOOHe peay/iloBaHHs, O0OHOCMOPOHHIl
nioxio, mynbmunamepaniamM, Cronydeni Lmamu, €sponelicbkuli  Cot3, Kumad,
MEXHOKOHKYPEHYis.
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